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Preface 
 

The Third International Symposium "Atomic Cluster Collisions: 
structure and dynamics from the nuclear to the MesoBioNano scale" (ISACC 
2008) will be held during June 3 - 7, 2008 in St Petersburg, Russia. The venue of the 
meeting will be the Saint Petersburg Scientific Center of the Russian Academy of 
Sciences. ISACC 2008 is organized by the A.F. Ioffe Physical-Technical Institute, St. 
Petersburg State University, St. Petersburg State Polytechnical University, A.I. 
Herzen State University, and Frankfurt Institute for Advanced Studies. ISACC is 
recognized by the European Physical Society (EPS) as a Europhysics Conference. 

 
ISACC started as an international symposium on atomic cluster collisions in 

St. Petersburg, Russia in 2003. The second ISACC was held at the GSI, Darmstadt, 
Germany in 2007. The ISACC 2008 will promote the growth and exchange of 
scientific information on the structure and properties of nuclear, atomic, molecular, 
biological and complex cluster systems studied primarily by means of photonic, 
electronic, heavy particle and atomic collisions. In the symposium, particular 
attention will be devoted to dynamical phenomena, many-body effects taking place in 
clusters, nanostructures, molecular and biological systems, which include problems 
of fusion and fission, fragmentation, collective electron excitations, phase transitions 
and many more. Both experimental and theoretical aspects of cluster physics, 
uniquely placed between nuclear physics on one hand and atomic, molecular and 
solid state physics on the other, will be subject of the symposium. 
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ATOMIC-LEVEL ANALYSIS OF RESPONSE PROPERTIES OF FINITE 

SYSTEMS* 

 
Julius Jellinek 

 
Chemical Sciences and Engineering Division,  

Argonne National Laboratory, Argonne, Illinois 60439, USA 
E-mail: jellinek@anl.gov 

 
 

A new scheme for atomic-level analysis of the dipole moments and polarizabilities of finite 
systems will be presented and analyzed. The scheme is based on partitioning the space into volumes 
associated with the individual atoms of the system and defining the contributions of each atom to 
the total dipole moment and total polarizability from the charge density within its atomic volume. 
The atomic dipole moments and polarizabilities are then further decomposed into the so-called 
dipole and charge-transfer parts. The dipole parts of the dipole moments and the polarizabilities 
characterize dielectric types of responses of the atoms to the intrasystem bonding and to a small 
external electric field, respectively. The corresponding charge transfer parts represent the respective 
metallic types of responses. The systems total dipole moments and polarizabilities can also be 
partitioned into dipole and charge transfer parts. These are defined as sums of the atomic dipole and 
charge transfer parts, respectively.  

 
The utility of the scheme will be illustrated through applications to atomic clusters of 

different sizes and elements. Its power as an analysis tool will be demonstrated through 
characterization of the site-specificity of the atomic moments and polarizabilities; through analyses 
of structure- (i.e., isomer-), shape-, and size-dependent trends in the total moments and 
polarizabilities, as well as their dipole and charge-transfer components; and through its use as a tool 
for comparative evaluation of the degree of nonmetallic vs metallic character of clusters of different 
materials and sizes.  
 
--------------------------------------------- 
* This work was supported by the Office of Basic Energy Sciences, Division of Chemical Sciences, 
Geosciences, and Biosciences, U. S. Department of Energy under contract number DE-AC-02-
06CH11357. 
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METAL AND CARBON AT A NANOMETER SCALE: THE CATALYSIS 

AND GROWTH 
 

Junfeng Geng and Brian F. G. Johnson  
 

Department of Chemistry, University of Cambridge, Lensfield Road, Cambridge, CB2 1EW, UK 
E-mail: jg201@cam.ac.uk 

 
 

Metal nanoparticles can be used as catalyst for growth of novel carbon nanostructures. Both types 
of nanomaterials have become increasingly interested by scientists working in the fields of chemistry, 
physics, and engineering because of their outstanding properties as quantum dots for fundamental 
exploration of physical problems, or as electron transport materials for semi-conducting industry. Here 
we present a brief survey of our recent works on metal nanoparticles and carbon nanomaterials, which 
comprises the following topics: 

 
• Metal nanoparticles as catalyst for carbon nanotube growth. Several novel methods for 

the synthesis of metal nanoparticles as catalyst for large-scale production of single 
walled, multi-wall carbon nanotubes and carbon nanofibers have been developed. 
Among them, the production of single-walled carbon nanotubes is of a particular 
interest. We describe a straightforward method for the synthesis of high-quality single-
walled nanotubes in high yields. In this case, we have found that nickel formate serves 
as an ideal precursor for the formation of Ni nanoparticles as the catalyst. By optimising 
the experimental conditions, the Ni nanoparticles are found to be catalytically highly 
active, with a small size (~ 1.0 nm) and a narrow size distribution.  

 
• Patterned growth of carbon nanostructures on surface: Growths of patterned carbon 

nanotubes have been carried out on metal and semiconducting substrates. In this case, 
we have successfully developed a wet chemistry method for surface-bound growth of 
carbon nanotubes over a large area, with Ni or Co nanoparticles as catalyst. These tubes 
were grown vertically, with a patterned nanostructure. The experiments were carried out 
by a micro-contact printing technique associated with a suitable CVD deposition, which 
promises a wide range of engineering applications at low cost. Potential applications 
include the development of field emission devices and super-capacitors. 

 
• Synthesis of nanoscale metal cluster single molecules. A family of Au, Ru, Fe and Co 

supercluster single molecules have been synthesised by a novel dendrimer-based route. 
These giant molecules as catalyst provide unique advantages, for example, in the 
preparation of monodispersed nanoparticles with a well-defined molecular structure and 
surface functionality. In contrast to the 'magic' number synthesis of colloids wherein 
metal particles are stabilised by a 'passivating' external layer of organic ligands, we have 
used large internal organic scaffolds such as [DAB-dendr-[N(CH2PPh2)2]16 to construct 
an array of metal clusters, thereby forming nanoscale self-ordering. Studies on these 
nanocluster single molecules have been further extended to their surface self-assembly, 
as uniform-size catalytic seeds for a diameter-controlled growth of single-walled carbon 
nanotubes.  

 
 

• Crystal structure and growth mechanism of fullerene nanowires. Exceptionally long C60 
nanowires, with a length to width aspect ratio as large as 3000, are grown from a 1,2,4-
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trimethylbenzene solution of C60. They have been formed to possess a highly unusual 
morphology, with each nanowire being composed of two nanobelts joined along the 
growth direction to give a V-shaped cross section. The crystal structure of these 
nanowires has been found to be orthorhombic, with the unit cell dimensions of a = 10.2 
Å, b = 20.5 Å, and c = 25.6 Å. Structural and compositional analyses enable us to 
explain the observed geometry with an anisotropic molecular packing mechanism that 
has not been observed previously in C60 crystal studies. The nanowires have been 
observed to be able to transform into carbon nanofibres following a high temperature 
treatment but their original V-shaped morphology can be kept unchanged in the 
transition. A model for the nanowire morphology based upon the solvent-C60 
interactions and preferential growth directions is proposed, and potentially it could be 
extended for use to grow different types of fullerene nanowires.   

 
REFERENCES 
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[5] V. B. Golovko, M. Cantoro, S. Hofmann, B. Kleinsorge, J. Geng, D. A. Jefferson, A. C. Ferrari,  
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MAGIC SUPERFLUID 
4
He AND PARA-H2 CLUSTERS 

 
J. Peter Toennies 

 
Max-Planck-Institut für Dynamik und Selbstorganisation, Bunsenstraße 10, D-37073 Göttingen 

Email: jtoenni@gwdg.de 
 
 
Whereas the spectroscopy of chomophore molecules embedded in small clusters of 4He or para-
H2(pH2) molecules provides evidence for their „microscopic“ superfluidity relatively little is known 
about the superfluidity of the small pure clusters [1]. Path Integral Monte Carlo (PMIC) calculations 
for pure 4He clusters, which are definitely liquid, predict that 64≈N  clusters are superfluid below 
about 2 K [2], but do not exhibit magic stabilities. Thus it was surprising that the size distributions 
of small 4He clusters produced in free jet expansions measured with non-destructive matter-wave 
diffraction revealed 4 – 5 magic-like peaks [4]. Comparison with highly accurate Diffusion Monte 
Carlo calculations confirm that the peaks are not due to structural stabilities but instead occur 
whenever the cluster acquires an additional elementary excitation level. These particular clusters are 
favored during growth in the expansion. The comparison with experiment confirms the calculated 
energy levels and provides indirect evidence that the clusters are superfluid.  
 
 pH2 clusters appear to be anomalous since they are predicted to be superfluid, while exhibiting 
“magic” icosahedral solid-like stabilities at N* = 13, 19 and 23. This apparent contradiction has 
been resolved by PIMC calculations which show that superfluidity is localized at the surface and 
only for 26≤N  [3]. 
 
Diffraction experiments [5] similar to those described above and Raman spectroscopy [6] of pH2 
clusters confirm the magic number N* = 13, but diffraction of normal-H2(nH2)-clusters (25 % j = 0 
pH2 and 75 % j = 1 ortho H2) indicates a lack of any magic number up to N = 40 [5]. To understand 
this difference we are presently investigating theoretically the influence of the ortho molecules on 
the quantum behaviour of nH2 clusters.  
 

[1] J. P. Toennies and H. Vilesov, Angew. Chem. Int. Ed. 43, 2622 (2004) 
[2] P. Sindzingre, M. L. Klein and D. M. Ceperley, Phys. Rev. Lett. 63, 1601 (1989) 
[3] S. A. Khairallah, M. B. Sevryuk, D. M. Ceperley and J. P. Toennies, Phys. Rev. Lett. 98, 

183401 (2007) 
[4] R. Guardiola, O. Kornilov, J. Navarro and J. P. Toennies, J. Chem. Phys. 124, 084307 

(2006) 
[5] O. Kornilov and J. P. Toennies, J. Chem. Phys. in print 
[6] G. Tejeda, J. M. Fernández, S. Montero, D. Blume and J. P. Toennies, Phys. Rev. Lett. 92, 

223401 (2004) 
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DEPOSITION MIGRATION AND COALESCENCE OF SILVER 

NANOPARTICLES ON CARBON SURFACES  

 
N. Kébaïli, S. Benrezzak, Ph. Cahuzac, A. Masson, M. Schmidt, C. Bréchignac 

 
Laboratoire Aimé Cotton CNRS University Paris Sud Bat 505, 91405 Orsay, France 

 
 
The diffusion and coalescence of metal nanoparticles on surfaces play important roles in the dynamics of 
growth process of nanostructures.  The influence of surface preparation is one of the key parameter in the 
dynamics of the migration and the anchorage of the nanoparticles on the surfaces. Among the surfaces, 
Carbon is the prototype element that forms extensive 2D structures that thus can be bent, pleated and 
furled. Due to the pliability of the building block, nature has an exceptional liberty in forming 3D 
structures by graphitic layers.  Beside graphite, there are the classes of Carbon nanotubes that are 
promising material for electronic devices.  

 
We succeeded in the deposition of silver nanoparticles with a mean diameter of 3nm ± 0.5nm on graphite 
terraces, pleated graphite surfaces, and multiwalled carbon nanotubes prealably deposited on HOPG. The 
purpose of our paper is to compare the silver nanoparticle interaction with these three kinds of carbon 
surfaces through the result of their diffusion on the substrates. The resulting patterns are interpreted by 
model calculations based on diffusion-limited aggregation with specific constraints to describe the 
surface curvatures and defects. 
  
The free silver nanoparticles are formed from gas aggregation source [1]. They are mass analysed by a 
time of flight spectrometer before their deposition on the substrate. We analyze the islands resulting from 
the silver nanoparticle deposition by TEM, scanning electron microscopy (STM) and non contact atomic 
force microscopy (AFM). The deposition of the silver nanoparticles on graphite terraces lead to fractal 
islands isotropically distributed due to the diffusion-limited aggregation of the nanoparticles on a surface 
with a small number of defects (10 8 /cm2) [2]. At low flux deposition, only the graphite defects are 
decorated by the fractal islands in agreement with an heterogeneous nucleation. At higher flux deposition 
homogeneous nucleation takes place that increases the density of islands. The deposition on pleated 
graphite reveals interesting behavior. It show evidence of a strong anisotropy in the nanoparticle 
diffusion [3]. Concave bends in the graphite surfaces can act as linear guides that collect nanoparticles 
from the surrounding areas. The trapped nanoparticle aggregate linearly along the bend forming a quasi 
one dimensional rod. By contrast, deposition of silver nanoparticles on MWCNT’s leads to a large 
density of islands (10 11 /cm2) that is drastically different than the deposition on pleated graphite with 
similar curvature. It can be interpreted as a high defect density in carbon nanotubes which are used to 
anchor the silver nanoparticles.  
 
In summary, our results on silver nanoparticle diffusion on bent graphite and/or MWCNT show very 
different behaviors. Although bent graphite surfaces with a little number of point defects can be used as 
guides for nanoparticle diffusion and anisotropic growth, MWCNT’s can be used to anchor the particles. 
 
References 
[1] M. Schmidt et al.. Phys. Rev. Lett. 91 (2003) 243401. 
[2] C. Bréchignac et al.. Phys. Rev. Lett. 88 (2002) 196103 . 
[3] M. Schmidt et al., Phys. Rev. B in press.  (2008) . 
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SOFT-LANDING ISOLATION OF  

TRANSITION-METAL-BENZENE SANDWICH COMPLEXES  

INTO AN ALKYLTHIOL SELF-ASSEMBLED MONOLAYER MATRIX 

 
Atsushi Nakajima1 

 
1Department of Chemistry, Faculty of Science and Technology, Keio University 

3-14-1 Hiyoshi, Kohoku-ku, Yokohama, 223-8522 Japan 
E-mail: nakajima@chem.keio.ac.jp 

 
 
Gas-phase synthesized metal–benzene sandwich complexes have generated a great deal of attention 
due to their unique metal- and size-dependent characteristics, originating from their one-
dimensional (1-D) anisotropic structures. In particular, the complexes consisting of vanadium (V) 
and benzene, Vn(benzene)n+1, efficiently form multidecker sandwich structures [1,2]. Gas-phase 
synthesized transition metal–benzene 1:2 cation complexes, M+(benzene)2 (M = Ti, V, and Cr), 
were size-selectively deposited onto a C18-SAM substrate with the hyperthermal collision energy 
of 10–20 eV [3]. All of the complexes were neutralized after soft-landing due to charge transfer 
from the SAM substrate, and retain their native sandwich structure intact. However, only the 
Ti(benzene)2 complexes are dissociated after the hyperthermal deposition with 20-eV collision 
energy whereas the other V(benzene)2 and Cr(benzene)2 complexes are successfully landed on the 
SAM substrate. This may be due to the decrease in bond order in projectile Ti+(benzene)2 
complexes so that reducing collision energy to 10 eV is required to make a nondissociative 
depositon of Ti(benzene)2 complexes on the SAM. The soft-landing process results in penetration of 
incoming complexes into the SAM matrix, while the extremely low energy (thermal) deposition 
(~25 meV) of Cr(benzene)2 complexes via a PVD technique leads to physisorption of the 
complexes on top of methyl surface of the SAM. Although these complexes are weakly physisorbed 
on the SAM with random orientation, the complexes that are incorporated in the SAM matrix are 
highly oriented with their molecular axis canted ~70° off the surface normal, a phenomenon which 
is probably due to the attractive CH-π interaction between the capping benzene rings of the cluster 
and the lateral methylene groups of the alkanethiolates. In addition, the complexes penetrating into 
the SAM matrix exhibit unusual large activation energies for desorption of over 100 kJ/mol, with 
the result that the thermal desorption of the embedded complexes can be suppressed even at room 
temperature. The thermal desorption of matrix-isolated sandwich complexes is probably associated 
with the crystal–rotator phase transitions of the C18-SAM matrix. In this study, we evidently 
demonstrate that the soft-landing of the gas-phase synthesized M(benzene)2 complexes with 
hyperthermal collision energy onto the alkanethiolate SAM result in matrix-isolation of the injected 
complexes inside the SAM matrix by comparing their thermal deposition studies. The soft-landing 
isolation technique using SAM matrices has advantage for trapping the gas-phase synthesized 
complexes and clusters as it is on the substrates and also utilizing their functionality for the 
nanoscale future materials [4]. 
 
REFERENCES 
[1] K.Miyajima, S.Yabushita, M.B.Knickelbein, A.Nakajima, J. Am. Chem. Soc. 129, 8473 (2007). 
[2] S.Nagaoka,T.Matsumoto,K.Ikemoto,M.Mitsui,A.Nakajima, J. Am. Chem. Soc. 129, 1528 
(2007). 
[3] S. Nagaoka, T. Matsumoto, E. Okada, M. Mitsui, A. Nakajima, J. Phys. Chem. B 110, 16008 

(2006).  
[4] S.Nagaoka, K.Ikemoto, T.Matsumoto, M.Mitsui, A.Nakajima, J. Phys. Chem. C  (2008) in 
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IMPURITY EFFECT ON THE MELTING OF CLUSTERS 

 
A. Lyalin, A. Hussien, A. V. Solov’yov, and W. Greiner 

 
Frankfurt Institute for Advanced Studies,  

Ruth-Moufang-Str. 1, 60438 Frankfurt am Main, Germany 
E-mail: lyalin@fias.uni-frankfurt.de 

 
 
We report the results of a systematic theoretical study of impurity effects on the thermodynamic 
properties of Ni clusters [1]. The choice of transition metal clusters is stipulated by their high 
chemical reactivity and multiple applications in nanostructured materials, such as, the catalytically 
activated growth of carbon nanotubes (see, e.g., [2]). In the current work we performed classical 
molecular dynamics simulations using the many-body Sutton-Chen potential for the metal-metal 
interaction. The interaction with impurity (a carbon atom) was modeled by the Morse potential. It is 
shown that adding an impurity induces changes in the thermodynamic properties of Ni clusters. We 
demonstrate that a single carbon impurity can result in significant changes in the melting 
temperature of a Ni cluster consisting of hundreds of atoms. The magnitude of the change induced 
is dependent upon the parameters of the interaction between the Ni atoms and the C impurity. 
Hence, thermodynamic properties of Ni clusters can be effectively tuned by the addition of an 
impurity. We also show that the presence of a carbon impurity considerably changes the mobility of 
atoms in the Ni cluster, at temperatures close to its melting point. The knowledge of the 
thermodynamic state and the mobility of atoms in a cluster are important, for example, for 
estimation of the growth rate of carbon nanotubes or the diffusion and pattern formation of 
supported clusters. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Left: Caloric curve for pure Ni147 cluster (filled dots) and Ni147 cluster with C impurity (open 
circles); right: heat capacity for Ni147 cluster (solid line) and Ni147 cluster with C impurity (dashed line). 

 
This work is partially supported by the European Commission within the Network of Excellence 
project EXCELL. 
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THREE-DIMENSIONAL ATOMIC-SCALE STRUCTURE AND STABILITY 

OF SIZE-SELECTED CLUSTERS ON SURFACES 

 
Ziyou Li 

 
Nanoscale Physics Research Laboratory, School of Physics and Astronomy, 

University of Birmingham, Birmingham B15 2TT, UK  
 
 
Clusters occupy special places in fundamental research and practical applications. As a form of 
matter intermediate between atoms and the bulk, they allow a study of the evolution of a physical 
property from atomic to solid-like. Today’s advancements in nanocluster fabrication techniques 
enable us to control the size of the clusters with great precision. This presents new opportunities for 
high-quality characterization of nanocluster structures. We recently applied the state-of-art spherical 
aberration-corrected scanning transmission electron microscopy (STEM) to perform atomic 
resolution high angle annular dark field (HAADF) imaging of metallic nanoclusters. In the case of 
soft-landed size-selected Au clusters (Au309), with the aid of quantitative image intensity analysis 
and molecular dynamics modelling, we not only determined the detailed atomic geometry of the 
gold clusters with atomic precision, but also revealed the possible signal for the fluctuating nature 
of the atoms in the surface layer of the clusters. The single shot microscopy illustrates a new, 
efficient and very promising way to study the atomic structure and stability of supported ultra-small 
metal clusters. Furthermore, I will present new results to show that these well-characterized size-
selected nanoclusters have the potential to be employed as a mass standard in nanometrology using 
electron microscopy. 
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GROUND STATE AND SHAPE ISOMER DEFORMATIONS OF ALKALI 

METAL ATOMIC CLUSTERS 

 
R. A. Gherghescu, D. N. Poenaru, A. V. Solov'yov and W. Greiner 

 
Frankfurt Institute for Advanced Studies,  

Ruth-Moufang-Str. 1, 60438 Frankfurt am Main, Germany 
 

 
The spheroidal shell model is used to describe the deformed states of atomic clusters. The 
Hamiltonian is analytically solved in cylindrical coordinates. The angular momentum term is 
treated as deformation dependent. The asymptotic eigenfunctions are obtained for axially symmetric 
potentials without approximation. The energy levels are used as input data for shell corrections. 
Minima due to shell effects are obtained as a function of the number of atoms in the atomic cluster 
as well as of the deformation. Calculations are performed for atom number up to 200, and 
spheroidally deformed (oblate and prolate) shell closures are predicted.  
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DYNAMICAL SCREENING OF AN ENDOHEDRAL ATOM 
 

S. Lo1, A. V. Korol1,2 and A. V. Solov’yov1 

 
 

1Frankfurt Institute for Advanced Studies, Johann Wolfgang Goethe-Universität, 
Ruth-Moufang-Str. 1, 60438 Frankfurt, Germany 

2Department of Physics, St. Petersburg State Maritime Technical University, 
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E-mail: solovyov@fias.uni-frankfurt.de 
 
Fullerenes provide a unique platform for studying the effects of confinement. It is important to 
understand the impact of the confining fullerene shell on the photo absorption of the endohedral 
atom. A dynamical screening factor, F(ω), can be defined to relate the photo absorption cross 
section of the confined atom with that of the free atom: 

F (ω)  =  σconfined  / σfree. 
 
This has been performed with a semi-classical approach for fullerenes: the infinitely thin fullerene 
[1] and the fullerene of finite thickness [2]. Large enhancements of the photo absorption cross 
section of the confined atom occur near the fullerene’s plasmon frequencies. This semi-classical 
model shows qualitative agreement with ab initio calculations performed in [3] for Ar@C60.  

 
The figure shows the dynamical screening factor for 
Argon confined within C60. The dashed line is the 
limiting case where the interaction (resulting from 
the presence of the external light field) between the 
fullerene and the atom is negligible [2]. The solid 
line shows the effect of accounting for this mutual 
interaction. The dotted line indicates the position of 
the ionisation potential of argon. 
 
The semi-classical model of [2] is generalised to 
include an atom located in an arbitrary position 
within the fullerene. The spatial dependence of the 

dynamical screening factor will be presented. A method for spatial averaging over the possible 
positions of the endohedral atom will be discussed. 
 
This work was supported in part by INTAS (project number 03-51-6170) and by the EU through the 
EXCELL project. 
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ELECTRON PHOTODETACHMENT AND ELECTRON 

AUTODETACHMENT FROM CLUSTER ANIONS 
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*E-mail: Oliver.Hampe@int.fzk.de 
 
Multiply charged molecular and cluster anions (or multianions) in the gas-phase have attracted 
considerable interest over the past years [1-4] as they are ubiquitous building units in chemistry. 
Unlike singly charged anions, multianions exhibit a characteristic repulsive Coulomb barrier (RCB) 
towards electron/anion loss or transfer. We have investigated doubly charged fullerene anions C76

2– 
and C84

2– stored in a Penning ion trap of a Fourier-transform ion cyclotron resonance (FT-ICR) 
mass spectrometer as generated by an electrospray ion source [5]. 
 
In this contribution we report on: 

(i) Electron transfer kinetics of fullerene dianions with SF6 as a function of collision energy. 
A pronounced threshold behaviour is observed for the formation of SF6

–, which is a nominally 
exothermic reaction. Threshold energies obtained are discussed on the grounds of an electrostatic 
model of the Coulomb barrier. [6] 

(ii) Photodetachment studies from fullerene dianions C76
2– and C84

2– [7]. 
Electronic excitation with a ns-pulsed laser at wavelengths of 355 and 532 nm using a Nd:YAG 
laser and concomittant photon absorption induces electron emission – without any fragmentation of 
the fullerene cage. Ion yields Cm

2– and Cm
– (m=76 and 84) as a function of laser-fluence were 

analyzed on the basis of Poisson statistics to give the number of photons required for electron 
detachment and the absolute absorption cross-sections. A statistical unimolecular rate model 
describing "over-the-barrier" electron emission is employed to derive activation energies from the 
experimental data. For the monoanions, the activation barriers obtained from the model are in good 
agreement with the first electron affinities when including effects of radiative cooling [7], which in 
turn strongly supports the underlying mechanism of an activated over-the-barrier process. In case of 
the dianions the activation energies reflect the strong Coulomb repulsion between the extra charges 
and are contrasted to an electrostatic charging model for dielectric spherical particles [8] as well as 
quantumchemical computations. 

(iii) First results from a newly developed liquid-N2 cooled Penning trap on electron 
tunneling from molecular multianions [9]. 
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We have carried out a measurement of the abundance mass spectra of Na
-
n~7-140 ions formed 

as a result of low energy (0.1 eV) electron attachment to a beam of free clusters.  Both the anion 
(daughter) and the neutral (precursor) cluster mass spectra were recorded simultaneously, making it 
possible to follow and analyze their transformations without distortions due to beam variations.  

 
The anion mass spectrum revealed significant restructuring with respect to that of the neutral 

precursors, including a downshift in the shell-closing magic numbers, as well as strong changes in 
the relative intensities of open-shell peaks.  The latter effect cannot be explained by a simple pattern 
shift by one electron number, and requires an accurate treatment. 

 
The restructuring of cluster abundances was analyzed theoretically on the basis of a three-

stage evaporative attachment picture:  (1) electron capture by the polarization potential of the 
cluster; (2) prompt dissipation of electron attachment energy into the internal vibrational degrees of 
freedom (cluster heating); followed by (3) evaporative cooling.  The last stage, comprising a 
cascade of monomer and dimer evaporations, is described within the statistical framework of 
evaporative ensemble theory.  Convoluting the modeled evaporation chains with the mass spectra of 
the neutral precursors, we obtained detailed agreement of the predicted anion abundance patterns 
with the experimental data, without any adjustable parameters.  Furthermore, being sensitive to the 
cluster dissociation energies, the data verified that the prior literature dimer binding energies need 
to be corrected by ≈25%.  

 
Thus a picture of the entire process of evaporative electron attachment to metal clusters has 

been ascertained.  The results demonstrate that slow-electron capture offers a useful window into 
the polarization, statistical and binding properties of nanoclusters.  Conversely, they emphasize that 
in interpreting charge-capture and charge-transfer reactions involving clusters it is essential to 
account for accompanying evaporative dynamics. 
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Figure 1: Kinetic energy release distributions in asymmetric fission reactions of 
multiply charged C60 (solid curves) and C70 (dashed curves), as functions of q. The 
distributions shown are used in ion-optical simulation to yield optimized fits to the 
measured radial distributions at the end of the spectrometer (see text). 
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Fragmentation of multiply charged fullerene ions following collisions with slow highly 
charged ions has been studied in order to investigate: i,  kinetic energy release distributions (KERD) 
in asymmetric fission processes C60/70 

q+ → C58/68
(q-1)+ + C2

+ ; ii, possible differences in the 
fragmentation of C60 and C70; and iii, competitions with other dissociation pathways. To our 
knowledge, there are neither experimental nor theoretical studies of KER-distributions for 
asymmetric fission of multiply charged fullerenes in the literature. In the experiment, the energies 
of the fission fragments were determined by means of a recoil-ion momentum technique with a two-
dimensional position sensitive detector located at the end of a linear time-of-flight mass 
spectrometer. With this set-up, we have performed measurements for charge states from q=4 to 8. 
The KERDs as functions of q were then deduced by fitting simulated position distributions to the 
measured distribution on the detector. The simulated distributions were obtained by means of ion 
optical calculations, with various assumed KER-distributions, of the position distributions on the 
detector. In figure 1, the KER-distributions yielding the best fits are shown. 

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We find that the kinetic energy release distributions are lower, and narrower, in energy for C70 than 
for C60 which may be related to smaller changes in internal energies for C70 fragmentations. This, in 
turn, may be due to the larger number of vibrational degrees of freedom for C68 in comparison with 
C58. In figure 2, the positions of the KERD-maxima are plotted as a function of q together with 
results from high level Density Functional Theory (DFT) calculations [1]. The most probable values 
of our KERD agree almost perfectly with [1]. 
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Figure 2: The most probable KER values for asymmetric fission of C60
q+ (filled 

circles) and C70
q+ (filled squares). DFT results for C60

q+ [1] are shown by open circles 
and connected by lines in order to guide the eye. 

Figure 3: Semi-empirical fission barriers for C60
q+ (filled circles) and C70

q+ (filled 
squares). Results from theory (DFT) [1,2] are shown by corresponding open symbols. 
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Further, we have measured the intensity ratios between asymmetric fission and the 

competing C2-evaporation processes, C60/70 
q+ → C58/68

q+ + C2, for our experimental time frame of 
several microseconds. Combining the latter measurements with a statistical model for the 
competition between asymmetric fission and C2-evaporation we extract semi-empirical values for 
the fission barriers. These semi-empirical results, compare very favorably with DFT results 
obtained by calculating the (C58

(q-1)+ + C2
+) transition-state [1] and somewhat simpler DFT 

calculations of C70
q+ fission barriers [2].  The agreement is surprisingly good and typically within a 

few tenths of an eV. Our semi-empirical results are only weakly dependent on model assumptions 
on the total excitation energies of the mother fullerenes and the pre-exponential factors in the rate 
constants. 
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The extensive number of spectroscopy studies with doped helium droplets shows impressively the 
ability of superfluid helium droplets for preparation of cold targets [1,2]. Any species embedded 
will be cooled down to 0.37 K which allows the preparation of complex fragile species. In contrast 
to optical spectroscopy, the inelastic electron scattering with doped helium droplets has been less 
studied. So far most investigations in this research field covered electron impact ionization of doped 
helium droplets (e.g. Refs. [3-5]). In this case an initial helium atom at the surface of the helium 
droplet is ionized and after subsequent charge transfer via several helium atoms the hole finally 
localizes at the dopant molecule or cluster inside the helium droplet. This different ionization 
mechanism compared to molecules in the gas phase can lead to substantial modification of 
fragmentation pattern upon electron impact ionization [3-5]. 
 
Our group has constructed a helium droplet source [6] which was initially used to study the electron 
impact ionization of pure helium droplets, as well as the metastable decays of small helium cluster 
ions. Recently we modified the helium droplet source by adding a pick up chamber with oven, pick 
up cell and external gas inlet which allows to dope cold superfluid helium droplets with various 
molecules. Currently the droplet source is mounted at a double focusing two sector field mass 
spectrometer (see Figure 1). The Nier type ion source of the mass spectrometer is capable to 
produce both positive and negative ions formed upon inelastic interaction of electrons with the 
doped droplets which are then mass analyzed with the two sector field instrument. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1: Experimental setup used for the experiments with doped helium droplets 
In the present contribution recent highlights of our electron attachment studies with doped helium 
droplets will be presented. For negative ion formation the intrinsically resonant attachment process 
is strongly altered compared to the free electron capture by bare molecules and clusters. At low 
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electron energies the captured electron forms a metastable bubble inside the helium droplet which 
finally localizes at the dopant. However, the electron distribution is shifted by the helium droplet 
which has important consequences for the abundance of low and high energy resonances as the 
attachment cross section has a 1/E dependence. Results will be shown for small biomolecules like 
DNA bases [6], amino acids and H2O [7], for organic acids, for halogenated compounds [8] and for 
CO2. All of these compounds have been studied previously in the gas phase and for most species 
also bare cluster experiments have been carried out. From the comparison with these previous 
measurements we can deduce changes in the attachment process by the cold helium droplet 
environment and characterize the electron capture process for the various species embedded in He 
droplets. 
 
Acknowledgements: The studies have been supported by the FWF, Vienna, Austria and the 
European Commission, Brussels. S. Denifl acknowledges an Apart-Fellowship from the Austrian 
Academy of Sciences. 
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The existence of transactinides is determined by the structure of the heaviest nuclei. Nuclear 
stability increases in the vicinity of closed proton and neutron shells. The nuclear shell model 
predicts stability islands in the domain of superheavy elements. Enhanced stability is expected for 
deformed nuclei near Z=108 and N=162, yet stronger effects are predicted for spherical nuclei close 
to Z=114 and N=184. This lecture is devoted to experimental verification of these predictions. 
Fusion reactions of 208Pb, 209Bi with 50Ti, 54Cr, 70Zn, etc. projectiles (cold fusion) produce 
nuclides with Z=104-113, N=151-165 in the region of deformed shells (Z=108, N=162). These 
nuclides undergo sequential alpha-decays to known transactinides. The synthesis of heavier, 
neutron-rich nuclei is carried out in reactions of 233,238U, 237Np, 242,244Pu, 245,248Cm and 
249Cf with 48Ca projectiles (hot fusion), creating nuclides with Z=104-118 and N=161-177. These 
experiments show that adding six neutrons to isotopes with Z=110-114 results in an increased 
stability (about five orders of magnitude) as an effect of the spherical shell N=184. The nuclides 
undergo sequential alpha-decays ending in spontaneous fission of long-lived isotopes of Rf and Db. 
Energies and half-lives have been measured for 34 nuclei and are compared with theoretical 
calculations from various models. This lecture presents experiments on the detection of superheavy 
nuclides with in-flight recoil separators. Off-line liquid phase extraction of 268Db, the final product 
in the decay of (288)115, and the study of elements 112 and 114 by absorption gas chromatography 
will be discussed. The search for superheavy elements in nature and cosmic rays, as well as the 
search for spontaneous fission of Hs (Z=108) and its daughters under way underground in Modane 
(France), will be described. Results are from FLNR (Dubna, Russia) in collaboration with LLNL 
(Livermore, USA) and PSI (Villigen, Switzerland), GSI (Darmstadt, Germany), RIKEN (Wako-shi, 
Japan) and LBNL (Berkeley, USA). 
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In the last decade big efforts were made in the field of superheavy elements synthesis with 

Z=112-118 in the reaction with heavy ions. However, the prediction of the formation cross section 
of superheavy nuclei and its survival probability is still open question.  To solve this problem, the 
information on all possible processes in this type of reactions, such as evaporation residues, fission, 
quasifission, deep-inelastic and elastic scattering, is needed. 

Results of the experiments aimed at the study of fission and quasi-fission processes in the 
reactions 36S+238U, 48Ca+144,154Sm, 168Er, 208Pb, 238U, 244Pu, 248Cm; 50Ti+208Pb, 244Pu;58Fe+208Pb, 
244Pu, 248Cm and 64Ni+186W, 242Pu, leading to the formation of heavy and super-heavy systems with 
Z=82-122 are presented.  Cross sections, mass-energy and angular distributions for fission and 
quasi-fission fragments have been studied at energies close and below the Coulomb barrier. The 
observed peculiarities of the mass and energy distributions of reaction fragments are determined by 
the shell structure of the formed fragments.  

The entrance channel effect plays an important role in the fusion-fission dynamics and the 
competition between the fusion-fission and quasi-fission processes. The target deformation is a 
dominant factor in the evolution of the composite system. It was found that the formation of 
quasifission fragments mainly determined by nuclear shells with Z=20, 82 and N=50, 126.  The 
multimodal fission phenomena have been observed for the superheavy nuclei 256No, 206Sg and 
266,274Hs.  
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The extension of the Periodic System into super heavy and extreme neutron rich domains is 
discussed. Also the sectors of strangeness and antimatter will be given attention. 
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Figure 1: Dependence of total energy and heat capacity calculated for Val30 
polypeptide. The dots in the right plot show the dependence of heat capacity 
obtained from the analysis of polypeptides energy fluctuations; the solid line 
corresponds to the derivative of the interpolating function of the transition 
energy on temperature. Smaller peak at lower temperatures in the dependence 
of heat capacity on temperature corresponds to the order-disorder transition in 
side-chain radicals of valine. 

FROM HELIX-COIL TRANSITION IN POLYPEPTIDES TO PHASE 

TRANSITIONS IN PROTEINS 
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The phase transitions in finite molecular systems, i.e. the transition from a stable 3D 

molecular structure to a random coil state or vice versa (also known as (un)folding process) occur or 
can be expected in many different complex molecular systems and in nano objects, such as 
polypeptides, proteins, polymers, DNA, fullerenes, nanotubes. 

We suggest a theoretical method based on the statistical mechanics for treating the helix - 
random coil transition in polypeptides. We consider this process as a first-order-like phase transition 
in finite system and develop a theory which is free of model parameters and is based solely on 
fundamental physical principles. It describes essential thermo dynamical properties of the system 
such as heat capacity, the phase transition temperature and others from the analysis of the 
polypeptides potential energy surface [1,2]. 

 
 
 
 
 
 
 
 
 
 
We perform thorough comparison of the predictions of the statistical model with the results 

of molecular dynamics simulations. Two methods of calculation of heat capacity of the system are 
analyzed, namely method based on differentiation of energy on temperature dependence and 
method based energy fluctuations. We also investigate the influence of side chain radicals on the 
thermodynamic properties of the system [3]. 

 



Th-III-1 

 68 

The suggested theory is general and with some modifications can be applied for the 
description of phase transitions in other complex molecular systems such as proteins, DNA, 
fullerenes, etc. [4]. 
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Freezing point depression by impurities is usually an entropy-driven effect. By considering 
the system sodium – sodium oxide, we illustrate experimentally an additional mechanism, 
caused by insoluble impurities in nano-sized particles. Our experiments show that the oxide 
from two oxygen atoms in sodium clusters with 135-192 atoms causes a freezing-point 
depression by 17±6K. Additional oxygen amplifies the effect, while the corresponding bulk 
system shows no freezing point depression at all. First-principles density functional theory 
calculations reveal the interaction between a pure and an oxidized part of the cluster to be 
responsible for the effect. There is more structural freedom in a liquid cluster to optimize the 
interface between metal and impurity. This stabilizes the liquid phase and causes the 
observed, cluster-specific freezing point depression.   
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Investigation of integrated metallic nanoparticle-biomolecule hybrid systems allows to gain 
fundamental knowledge about interactions among intrinsicaly different subsystems which produce 
novel properties and functions. This is due to the combination of unique electronic and catalytic 
properties of nanoparticles with the unique functional properties of  biomolecules. Therefore a 
broad spectrum of applications in sensoric, bioanalytics and for bioelectronic devices is emerging. 
The aim of our contribution is to reduce the complexity of nanoparticle-biomolecules by studying 
structural and optical properties of metallic-cluster – peptide hybrid systems at molecular level in 
the gas phase. Therefore, by changing the size of the clusters in the nonscalable regime, removing 
or adding a single atom or/and changing the size of the peptide allows to tune structural and optical 
properties of hybrid systems and to probe their environments. The theoretical findings are supported 
by photofragmentation experiments. 

In order to gain basic understanding about the nature of the interactions between small 
nanoparticles and biomolecules and to unravel the mechanism responsible for the optical processes, 
we first address the optical properties of size dependent cationic silver clusters interacting with 
tryptophan: Trp-Agn

+.  Then we introduce a polyalanin chain with tunable length which links the 
tryptophan and silver subunits: Trp – (Ala)n -Agn

+. This is a model system to study the interaction 
between silver clusters and proteins and offers the opportunity to investigate and to tailor the 
resonant fluorescence energy transfer (FRET) in hybrid systems in the future. For this purpose we 
developed a new strategy for the optimal pump-dump control in complex systems based on the 
“field induced surface hopping” method in which the nuclear dynamics is treated classically while 
the laser induced electronic transitions are treated fully quantum mechanically. Thus this should 
serve as theoretical basis for application of optimal control theory in the field of biosensorics. 
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Large complex systems are able to store an amount of energy which may well exceed the 
energetic threshold of individual dissociation channels. This occurs as the energy is not necessarily 
localised but may be distributed among a large number of degrees of freedom allowing for long 
lifetimes of the excited system. When energy is transferred in collisions with other particles, this 
may lead either to the formation of differently structured systems (for example by fusion 
processes), or it may cause the fragmentation of the system on a shorter or longer time scale 
depending whether the whole system or only a part of it is involved in the energy deposition.  

 
 In the present contributions we will first discuss collisions of highly charged ions with 
clusters of fullerenes (C60)n. In the case of the interaction of fs-lasers with these systems, the process 
of fusion has been identified for small cluster sizes[1]. We discuss whether these processes can be 
observed also in collisions with highly charged ions. Figure 1 shows a part of the measured mass 
spectrum in the range of small cluster sizes, obtained in collisions of Xe20+ projectiles with (C60)n 
clusters. 
 
 In a second part, we will discuss results about the fragmentation of isolated and 
nanosolvated biomolecules. A particular aspect concerns the influence of the environment on 
dominant reaction channels and the fragmentation probability. The fact whether a ‘protection effect’ 
does exist or not is found to depend on the primary excitation process, i.e. whether only energy is 
transferred in the collision or whether electron transfer is involved in addition. Results for 
Porphyrin molecules as well as for AMP-*(H2O)n clusters and dipeptides are discussed. 
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Fig.1: Mass spectrum of fullerene clusters produced in collisions of Xe20+ projectiles 
with C60)n  clusters. Collision energy: 400 keV 
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The damaging effect of ionizing radiation has been known for a long time: it has been an accepted 
fact that high-energy tracks formed by α, β, γ particles and atomic ions can ionize cell components 
along the radiation track, thereby leading to various dissociation channels and to the formation of 
damaging radicals [1]. Recent observations by Sanche and coworkers  [2] have also discovered that 
not only photons, but also electrons at energies below the ionization thresholds can generate 
damaged DNA strands by forming mutagenic, lethal DNA and RNA lesions which lead to single 
and double strand breaks  [2]. Their data showed that electron attachment within an energy range 
between a few and less than 20 eV can indeed cause the above breaking processes  [3] since the 
formation and ensuing decay of a broad variety of Transient Negative ions (TNIs) of the various 
components of the initial double helix structures. 
 
The corresponding theoretical description, at the molecular level, of the rather complex energy 
redistributions which can lead to the final break-ups into stable fragment anions has been attempted 
by the calculations carried out in our group in Rome  [4-6], where we analyse the quantum 
scattering process of low-energy electrons off the molecular components of DNA. In this approach 
we devise an essentially an initio model which allows us to locate and classify several low-energy 
resonances which then decay by different pathways of energy redistribution into the molecular 
nuclear networks. In particular, we shall show that detailed spatial analysis of the metastable 
electron wavefunctions at the initial geometry, and the study of the resonance changes following 
specific bond deformations, can allow to identify rather well the most likely dissociation pathways 
and the chemical nature of the final, neutral and ionic fragments to be compared with experiments  
[7]. 
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The deformations of the chain macromolecules are described usually with the help of the 
model of worm like chain (WLC) in accordance to which the macromolecule is presented as 
uniform and anisotropic chain with harmonic law for the energy of the deformation [1]. Such model 
is named also as the model of elastic rod and is frequently used for the interpretation of the 
experimental data on deformation of the macromolecules of DNA-type [1, 2]. 
 

Last years the experimental data about the anomalous (as to WLC model) deformability of 
DNA double helix have been appeared. It was found the large bendability of the short DNA 
fragments, the loop formation in the relatively short DNA, and the anomalous condensation of the 
double helix in a small volumes (see [3-6] and cited therein). In the molecular dynamics simulations 
[7] it was shown that anomalous deformability may be connected with the conformational degrees 
of freedom of DNA double helix. 
 

Besides this, the experiments on single molecule manipulation show unexpected effect of 
overstretching of the double stranded DNA [8]. In the experimental works it was demonstrated the 
elongation of the macromolecule counter length in 1.7 times under some definite value of acted 
force (about 65 pN). One of the interpretations of the effect is the transition of the DNA double 
helix from B-form of the double helix to S-form (stretched) with appropriate change of the chain 
length [8]. So, here the macromolecule internal degrees of freedom are connected with the external 
degrees, as in the anomalous effects of bending.  

 
For the interpretation of the effects with such large deformations of DNA macromolecule it 

is insufficient to use the WLC model. To understand the large-scale transformations of the double 
helix it is necessary to use the approaches of the nonlinear mechanics. To describe the deformability 
of DNA-type macromolecule in the frame of the double helix state the concept of the structure 
elements motion in the frame of double helix state is developed. The macromolecule is considered 
as a chain of monomer with the conformational degrees of freedom. The mobility of the structural 
elements in the frame of DNA monomer unit is described by generalized four-mass model [9-11] 
for the displacements of atom groups: two groups of backbone atoms, and two nucleosides. It is 
taken into account also the nucleotides motions, intranucleoside mobility, and H-bonds stretching in 
the base pairs.  

 
For small amplitudes of the structural elements displacements the developed approach 

allows to describe the conformational vibrations of the double helix. The calculated frequencies of 
DNA double helix are in a good agreement with experiments at < 200 cm-1 and give the 
understanding of DNA low-frequency spectra, its dependence on helix conformation, temperature, 
nucleotide and counterion content [12]. For large-scale displacements due to the consideration of 
concert motions of DNA structural elements, the unifying model for the study of different 
conformational transformations is constructed in the two-component form. One component of the 
model is the degree of freedom of the elastic rod and another component – the effective coordinate 
of the conformational transformation.  
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The conformational excitations under B-A transitions in the double helix are found. The 
transition from DNA basic state (B-form) to metastable (A-form) and the transition between the 
forms in the conditions of conformation equilibrium are studied. For both types of the 
macromolecule structural transformations the static deformations were determined for internal and 
external components. The comparison of the data of the developed theory with the experiments on 
DNA deformability (presented in Nucleic Acids Database) shows a good accordance. It is seen that 
observed DNA deformations are occasioned by the intrinsically localized excitations – static 
conformational solitons by their nature. The correlation between the macromolecule deformation 
and the number of the intrinsic conformational excitations are shown. 
 

The obtained results are responsible for explanation the mechanisms of anomalous 
macromolecule deformation under DNA-protein recognition, double helix overstretching, DNA 
compacting in viruses. Indeed the proposed nonlinear mechanism of double helix deformability 
depends on the bistability of DNA monomer, boundary conditions, and applied force. The analysis 
of the solitonic excitations occurrence in DNA double helix show that it is possible two 
mechanisms of the deformation: stepwise and threshold. Both these mechanisms of the deformation 
include the significant participation of the conformational degrees of freedom of the double helix 
and may work on DNA in different cases of external force applying and the conformational 
properties of the double helix section. 
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Small amino acids have been found e.g. in meteorites and are predicted to exist in interstellar 
clouds.  There, neutral molecules and clusters are constantly exposed to irradiation with keV and 
sub-keV ions, e.g. from supernovae. Mass spectrometric investigation of the charged collision 
products from keV ion collisions with amino acids can thus deliver important data for the gas-phase 
ion chemistry in space. Also in the context of biological radiation damage, amino acids play an 
important role. It is well established that DNA damage is the first step of almost all biological 
radiation effects. However, in the nuclei of eukaryotic cells, DNA is wound around protein spools - 
the so-called histones. The radiation action upon these proteins is of interest since secondary 
particles formed during the interaction might in turn damage the neighboring DNA.  
We studied the ionization and fragmentation of α- and β-alanine molecules and clusters by keV 
multiply charged ions using coincidence time-of-flight spectrometry. Strong isomer effects and 
extensive fragmentation are observed for isolated molecules [1]. Similar results have also been 
observed for other small amino acids [2].  For the case of alanine clusters, we find completely 
altered mass spectra. Besides hydrogen-bound clusters and fragments, different polymerization 
channels are observed. In particular we could identify clusters containing alanine-dipeptide formed 
in the gas phase. 
 

 
Figure 1: Mass spectrum of product ions from 40 keV He2+ collisions with α- (top) and β-alanine 
(bottom). A and B  label the main interaction products NH2CH2

+ and  NH2CH3CH+. 
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Gold nanoparticle has wide utilities as a bioanalytical probe because of its characteristic optical 
phenomena, and good affinity and appropriate sizes to any biomolecules concerned. For instance, 
an interaction of a gold nanoparticle with a protein molecule in an aqueous solution changes 
critically with the pH of the solution, because the net charge of the protein and the surface potential 
of the nanoparticle change on the pH of the solution and hence the affinity of the protein to the 
nanoparticle changes as well.  
 
Moreover a high temperature and pressure reaction field is generated by laser irradiation in a close 
vicinity of a gold nanoparticle in an aqueous solution. In addition, by taking the characteristic 
protein interaction with the nanoparticle and the reaction field into consideration, we have 
demonstrated selective degradation of Lysozyme and BSA (bovine serum albumin) in the solution 
containing the nanoparticle under laser irradiation [1]. A typical result obtained is shown as follows: 
Lysozyme and BSA do not interact with gold nanoparticles in a pH > 11.0 region because their net 
charges and surface potentials are negative, and hence their degradation does not proceed 
efficiently. On the other hand, in a 7.0 < pH < 11.0 region, only Lysozyme having a positive net 
charge interacts with the nanoparticles and degradation of Lyzozyme selectively proceeds. In a pH 
~ 4.0 region, Lysozyme is not aggregated on the particles under such a higher net charge of 
Lysozyme. On the other hand, BSA having a positive net charge a pH of ~ 4 region interact with the 
nanoparticles, and are efficiently degraded. In a pH < 4.0 region, Lysozyme and BSA can not 
interact with the nanoparticle, because the surface potential of the nanoparticles is nearly zero. 
Therefore, Lysozyme and BSA are not degraded in such an acidic solution. These findings lead us 
to conclude that the reactions occurring in the unique field can be utilized as useful and powerful 
tools in a bioanalytical chemistry.  
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Many birds are able to orient themselves accurately when the sky is not visible (e.g. covered 
with clouds). This requires non-visual sources of information. Many studies have established that 
birds are sensitive to the Earth's magnetic field. European robins, pigeons and other bird species use 
the geomagnetic field as a compass, and are also sensitive to slight temporal and spatial variation in 
the magnetic field that is potentially useful for determining location. 

 
We study a putative avian magnetoreception mechanism, which is based on the interaction 

of two iron minerals (magnetite and maghemite) experimentally observed in subcellular 
compartments within sensory dendrites of the upper beak of several bird species [1,2]. The iron 
minerals in the beak form platelets of crystalline maghemite and clusters of magnetite nanoparticles. 
We develop a theoretical model [3,4] to quantitatively describe the interaction between the iron-
mineral containing particles, and demonstrate that depending on the external magnetic field the 
external pull or push to the magnetite clusters may reach a value of 0.4 pN. This might be 
principally sufficient to excite specific mechanoreceptive membrane channels leading to different 
nerve signals and causing a certain orientational behavior of the bird. 

 
Experimental analyses of birds' behavior showed that if the vertical component of the 

magnetic field vector was inverted (see Figure 1): birds heading North in the geomagnetic field 
reversed their heading, now preferring South [5]. This is how the inclination compass in birds was 
discovered. Reversing the horizontal component and inverting the vertical component alter the axial 
course of the field lines in the same way; an animal not perceiving the polarity of the magnetic field 
will not realize any difference. Hence birds reverse their headings in both situations alike. 

 
We suggest [3,4] that the iron-mineral-based magnetoreception mechanism might be 

involved in the magnetic-compass sense of birds. We show that the magnetoreceptor system 
observed in Ref. [1,2] and theoretically studied in [3,4] possesses all features of a polarity compass 
(see Figure 1). We also study how the number of maghemite platelets in the magnetoreceptor 
affects the compass properties of the system. We demonstrate that if the magnetoreceptor has only 
one maghemite platelet the polarity compass can become a bidirection inclination one. We outline 
the problems which should be considered experimentally in order to check our assumptions. 
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Figure 1: Principle of the polarity (a) and of the inclination (b) compasses. The 
polarity compass is similar to our technical compass, using the polarity of the 
magnetic field to distinguish between magnetic ‘North’ and ‘South’. In the inclination 
compass the polarity of the magnetic field vector is irrelevant since birds obtain 
directional information from the axial course of the field lines. That way, birds cannot 
distinguish between northward and southward, but between poleward and 

equatorward. B
r

 represents the vector of magnetic induction, vB  and hB  are its 

vertical and horizontal components. Note, that in the northern hemisphere the vertical 
component of the induction of magnetic field is inverted in respect to the southern 
hemisphere. The images of a bird show the tentative flight direction determined 
according to the polarity (a) and inclination (b) compass. 
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RecA protein is central enzyme in homologous DNA recombination, repair and other forms 
of DNA metabolism in bacteria [1]. It functions as a flexible helix shaped filament bound on 
stretched single-stranded and double-stranded DNA. It was shown that the RecA filament can exist 
in several different conformations but it can catalyze DNA strand exchange reactions in its active 
form only having significantly different geometry characteristics such as helix pitch and gyration 
radius  

 
In this work we present atomic level model for conformational transitions of the RecA 

filament. The model describes small movements of the RecA N-terminal domain due to coordinated 
rotation in two pairs of main chain dihedral angles (psi23/phi24) and (psi268/phi269) preserving 
unchanged inter-subunit interface. It is found that the model is capable to reproduce a wide range of 
observed changes of the helix pitch in transitions between compressed and stretched conformations 
of RecA filament and conformational flexibility of RecA C-terminal domain. Predictions of the 
model are in agreement with measurements of the filament helix pitch in RecA::ADP-AlF4 
complex at various salt concentrations carried out by Small Angle Neutron Scatting (SANS) [2-4]. 
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Two approaches of computational systems biology are presented: pathway reconstruction 
and kinetic modeling. Pathway reconstruction collects all information about players of interest, 
processes interconnecting them and their stoichiometry and can be considered as a powerful tool to 
search for drug targets, discover possible biomarkers and attribute them to particular cell state or 
phenomenon. In framework of kinetic modeling approach we mine, collect and integrate 
quantitative in vitro and in vivo experimental data produced by classical biochemistry, genomics, 
proteomics and metabolomics and use them to build and verify kinetic models [1,2]. These kinetic 
models when considered as a repository of all information about the system of interest can be 
applied to different problems of drug discovery and production such as screening optimization [3], 
investigation/prediction of drug safety [4] and optimization/maximization of yield of drug 
precursors.  

  
We have applied these approaches to develop workbench for discovery and safety 

assessment of anti-inflammatory drugs. All signaling pathways associated with inflammatory 
processes proceeding in platelets, endothelium cells, neutrophils and macrophages have been 
reconstructed and annotated. Kinetic models of metabolic pathways involved in synthesis and 
degradation of arachidonic acid and signaling networks initiated by prostaglandins in platelet and 
endothelium cells have been developed to understand/predict the mechanism of NSAID-stimulated 
adverse cardiovascular effects (clot formation). These models quantitatively describe the changes in 
dynamics and regulations of the pathways caused by the following NSAIDs: aspirin, celecoxib, 
diclofenac, naproxen, indomethacin, ibuprofen. Experiments assisting modeling efforts have been 
design to generate data for verification of the models and test model predictions. Software packages 
based on these kinetic and static models have been developed. This software allows to predict IC50 
and clot formation risk for any anti-inflammatory drugs which are able to inhibit prostaglandin H 
synthetase.   
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The direct simulation Monte Carlo (DSMC) method is the powerful technique for numerical 
investigation of near-continuum and rarefied gas flows [1]. The method may be employed for 
simulation of flows with complex physic-chemical processes in a volume including cluster 
formation phenomena. Recently DSMC technique was used for calculation of flow of laser ablated 
material by nanosecond scale laser pulse of moderate intensity with taking into account 
condensation process [2].  

 
The kinetic approach suggested in [2] employs for description of collision processes so-

called hard sphere model (HS model). The use of the model may be explained by the absence of 
reliable data for about cross-sections of monomer-cluster and cluster-cluster collisions.  

 
In this work we developed our simulation technique toward use of more complex approach 

described in [3]. This approach allows to receive the dependence of the collision cross section from 
the collision energy on ab initio calculations. The influence of application of different approaches 
for cross-section description on simulation results is demonstrated for the flow of laser ablated in 
vacuum niobium particles. The important features of gasdynamics of such free non-stationary laser 
plumes are large gradients of parameters and wide range of parameters variation. Such behavior of 
flow gives us perfect opportunity to test different model of particle cross-section. The analysis of 
application of different collision models is presented. 
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The possibility of designing and mastering the physical and chemical properties of nano-structured 
materials has led to considerable interest and activity in the academic and industrial domains. Size 
reduction effects on the electronic, optical and magnetic properties of nanometric systems are key 
parameters to develop novel advanced devices. Cluster beam technique opens a way to manipulate 
agglomerates of atoms, control cluster (nanoparticle, NP) size and impact energy. Control of cluster 
deposition energy is one of the advantages of cluster beams because the soft landing of NPs often 
leads to their surface diffusion followed by the agglomeration or coagulation that ruins the 
advantage of size selection. This problem can be solved utilising energetic cluster deposition when 
the cluster deposition energy is increased facilitating its slight embedding into the substrate (so-
called pinning) thus immobilising the deposited cluster [1]. 
 Clusters of cobalt were produced using Laser Ablation Cluster Source [2]. The Cluster 
Implantation and Deposition Apparatus [3] gives the possibility to manipulate the positively 
charged clusters, in particular, to size select them with precision up to n/∆n=40 (n is the number of 
atoms in the cluster) for the sizes used in the experiments and to control their energy from meV 
level (correspond to supersonic velocity) up to 20 keV per cluster. The mass-selected clusters from 
the size interval n = 20-80 were used for the energetic deposition. The deposition energy for every 
selected size varied between 4 and 100 eV per atom in the cluster. The deposition was done on a 
freshly cleaved surface of highly-ordered pyrolytic graphite (HOPG) in ultra-high vacuum of         
(1-5)×10-9 Torr. The samples were studied using atomic force microscopy (in tapping mode) and 
scanning tunnelling microscopy. The obtained results show how the cluster-surface interaction 
mechanism changes from soft landing to pinning and further to implantation with increase of the 
deposition energy. 
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Large electric dipole moment is one of the most important features of water molecule 

determining its physico-chemical activity in both gaseous and bulk state. In a similar manner, the 
issue of the dipole moment of water clusters, µc, directly affects their properties. Moreover, it is of 
apparent importance for understanding the mechanisms that form the structure of the condensed 
state of water.  

 
The value of µc is governed by two factors. The first one is the average value of the dipole 

moments of clustered molecules, µ1, c which significantly exceeds that of a free molecule [1]. The 
second factor, i.e., the relative orientation of molecular dipoles in the cluster, is quite clear only for 
clusters consisting of a few water molecules, whose structure is unambiguously known from both 
the experiments and the quantum chemistry calculations. With the increase of cluster size, the 
molecular dynamics (MD) simulation becomes the only suitable technique. It results in large 
number of almost isoenergetic configurational isomers (conformers) with the dipole moments 
corresponding mostly to a random orientation of molecular dipoles and proton-disordered cluster 
structure, although some locally stable structures with the larger values of µc were also obtained for 
clusters of a hundred molecules [2, 3].  

 
The recent molecular-beam studies for attachment of a slow electron to a water cluster 

(H2O)n ≈ 1000 have shown that the capture of the electron by a long-range field of the permanent 
dipole moment of the cluster is responsible for the anomalously large attachment cross section [4]. 
The dipole moment of the cluster was estimated as a function of its size n. The obtained values of 
noticeably exceed the “random-orientation” dipole moments and provided the evidence of 
molecular dipole ordering and ferroelectricity of some cluster conformers [5].  

 
This report discusses the possible values of µ1, c and their impact on the optical activity of 

cluster in infrared spectral region. For this purpose, the MD simulation of large water clusters was 
performed, the special attention focussing on the conformers with higher dipole moments. The size- 
and temperature-dependent spectral densities of energy radiated by water cluster and its spectra of 
IR absorption have been obtained as Fourier transform of the dipole autocorrelation function. These 
values are compared with the molecular ones.  

 
This work has been supported by the Russian Foundation for Basic Research (grants 06-03-

32751 and 07-02-00825). 
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The appearance of molecular clusters in weakly ionized media affects strongly on the media 
properties. This report presents the results of crossed-beams investigation into the inelastic 
interaction of pure and mixed clusters of N2, H2O, CO2, N2O molecules with low-energy (0 < E < 
100 eV) electrons. Clusters were formed under homogeneous condensation of gas in supersonic free 
jet [1]. The variation of expansion condition allowed the generation of clusters with the average size 
ranging from 2 to several thousands molecules per cluster [2–4]. In this manner the size effects of 
studied processes were manifested. An electron beam was generated by a Pierce gun with an 
indirectly heated oxide-coated cathode [5]. The total ion currents of formed positive and negative 
ions, as well as visible and UV radiation were measured. The composition of small clusters was 
determined by quadrupole mass spectrometer.  

 
It is well known that under electron-cluster collision considerable portion of electron energy 

can be absorbed within cluster 
(AB)N + e–   →  (AB) *l

N  + (l + 1) e–,  

here l = 0, –1, + n is possible charge state of cluster. Dissipation of excitation energy occurs through 
a variety of secondary processes: 

(AB) *l
N   →  (AB) l

jN −  + j AB   (fragmentation/evaporation)   (1) 

  →  (AB) l

N 1−   +  AB*  (nonequilibrium fragment ejection)               (2) 

 →   (AB) l

N  +  hν    (radiative deexcitation)   (3) 

 →   Al(AB) 1−N  +  B   (dissociation and ion-molecular reactions) (4) 

 
The following processes received our main attention: 
- the equilibrium and nonequilibrium cluster fragmentation at electron impact ionization and 

cation formation was studied; 
- the energy loss of primary and secondary electrons within cluster resulting in dissociative 

or direct capture of electron and stable anion formation was analyzed; 
- the channels of radiative deexcitation and radiationless quenching of excitation of clustered 

molecules were revealed;  
- the dissociative ionization of clustered molecules and a number of ion-molecular 

intracluster reactions were studied. 
 
An example of the last processes is the suppression of intracluster dissociation for mixed 

H2O/CO2 cluster ions. The primary ionization of pure water clusters is known to be accompanied 
with (H2O) +

j  ion dissociation to H+(H2O)j-1 + OH [6]. Due to large proton affinity of water molecule 

the energy effect of this process is small, and even negative for larger j. For this reason, under the 
electron impact ionization of pure water cluster even the (H2O) +

2 /H3O
+ current ration was as low as 

0.03. By contrast, in case of H2O/CO2 binary condensation the fraction of unprotonated water 
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cluster ions increases greatly, so that (H2O) +
j  and (H2O)jCO +

2  ions are detected to j = 6 and 8, 

correspondingly (see four families of clustered ions in Figure).  
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In this case an alternative channel of energy dissipation may be Penning ionization of H2O molecule 
with highly excited CO *

2  molecule followed by CO2 evaporation: 

(H2O)jCO2 + e– → (H2O)jCO *
2  + e– →  (H2O) +

j  + CO2 + 2 e–.  

  
This work has been supported by the Russian Foundation for Basic Research (grants 06-03-

32751 and 07-02-00825). 
 
REFERENCES 
[1] A. A. Vostrikov, D. Yu. Dubov, JETP  98, 197 (2004) 
[2] A. A. Vostrikov, Sov. Phys. Tech. Phys. 29, 191 (1984) 
[3] A. A. Vostrikov, D. Yu. Dubov, Z. Phys. D - Atoms, Molecules and Clusters 20, 429 (1991) 
[4] A. A. Vostrikov, D. Yu. Dubov, I. V. Samoilov, Tech. Phys. 39, 1267 (1994) 
[5] A. A. Vostrikov, D. Yu. Dubov, A. A. Agarkov, High Temp. 39, 22 (2001) 
[6] A. A. Vostrikov, D. Yu. Dubov, V. P. Gilyova, Prog. Astronaut. Aeronaut. 117, 335 (1989) 



PS-09 

 111 

 

 



PS-10 

 112 

STRUCTURAL AND ENERGETIC ANALYSIS OF ALUMINUM 

MICROCLUSTERS: DENSITY FUNCTIONAL STUDY 

 
Mustafa Böyükata1, Ziya B. Güvenç2 

 
1Department of Physics, Bozok University, 66200 Yozgat, Turkey 

E-mail: mustafa.boyukata@bozok.edu.tr 
2Department of Electronic and Communication Engineering,  

Çankaya University, 06530 Ankara, Turkey 
E-mail: guvenc@cankaya.edu.tr 

 
 
In this study, Density Functional Theory (DFT) B3LYP at 6-311++G(d,p) [1] level is 

employed to optimize the structures of the aluminum microclusters. Detailed analysis of the 
energetic and structural stability of Al2-Al13 clusters and their isomers are presented. Attention is 
also paid to the determination of their lower-lying electronic states. The total and the binding 
energies of the clusters with their isomers have been investigated. The first and the second energy 
differences, harmonic frequencies, point symmetries, and HOMO-LUMO (highest occupied 
molecular orbital-lowest unoccupied molecular orbital) energy gaps in their neutral, anionic and 
cationic complexes have been determined. Moreover, a simple growth path is discussed for the 
studied sizes and isomers. Results are compared with previous works [2,3]. 
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 Electric fields exceeded 107 V/cm ought to be realized near the cathode surface in order to 
obtain field emission currents that are necessary in practice. Such electric fields are reached at 
moderate value of operating voltage, if some kind of clusters (nano- or microprotrusions) are 
formed at the emitter surface and enhance the electric field. Small clusters on the cathode surface 
often demonstrate properties that differ from ones of bulk material. Besides, the clusters exist at 
extreme conditions. They are exposed to the action of strong ponderomotive electric field forces 
and suffer bombardment of the residual gas ions that is intensive in technical vacuum conditions. 
Understanding of the cluster formation and destruction regularities on the field emission cathodes, 
their physical nature and properties presents great interest not only for emission electronics but also 
for other branches of science and technique. 
 
 At present time, the possibilities of carbon or containing carbon protective coatings creation 
for field emitters are intensively investigated. It is possible to hope that such coatings ought to be 
stable upon gas medium action and ion bombardment. The authors developed methods of fullerene 
protective coatings creation and investigated the tip field emitters having such coatings. The 
regularities of C60 cluster formation on the fullerene coating surface and their properties were 
studied. There was investigated influence of nonuniform electric fields and ion bombardment on 
structure and emission characteristics of clusters. 
 
 Main experiments were performed in the universal high vacuum chamber that included 
systems for coating deposition and treatment. The structure of the surface of created emitters was 
investigated by means of field emission microscope that had magnification factor ∼106. During the 
main experiments, the residual gas pressure in chamber was about 10-9 Torr. A potassium ion 
source was used for modeling of processes under the action of ion bombardment and for treatment 
of the field emitter and fullerene coating by the ion flow. The ion flow density on the tip emitter 
surface was changed during the experiments approximately from 10-8 up to 10-6 A/cm2. 
 
 Having investigated fullerene coatings 0.1- 5 of monolayer thick the spontaneous generation 
of nano-formations was noticed on the coating surface. These nano-formations had emission images 
in the form of a spot with ordered structure, namely, in the form of doublet, quadruplet, semicircles, 
hollow rings and others. When the current from the emitter was collected the cross-sectional 
dimensions of the spots with ordered structure were varied during observation. Sometimes the 
changes of emission image structure (for instance, the transition from doublet to quadruplet and 
back) were observed. The cross-section and height of these formations were estimated. These 
estimations showed that nano-formations are 3D nano-clusters consisting of no more than a few 
tens of C60 molecules. For instance, the formations having image in the form of doublet were found 
to have cross-sectional dimension of 3.0 and a height of 1.5 nm approximately. Transformation of 
doublet into quadruplet practically did not change height of cluster but reduced its cross-sectional 
dimension approximately down to 1.5 nm. Received data showed that cluster dimension reduction 
may be caused by decrease of the number of fullerene molecules in nano-formation as a result of 
ion bombardment. The reverse process of increasing dimensions is probably the result of additional 
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C60 molecules joining the structure. The mechanism of this process is supposedly as follows. 
Nonuniform electric fields, existing near the emitter surface, polarize the C60 molecules and 
displace them along the field gradient to the cluster. 
 
 The structure of the ordered images can be explained taking into account the wave nature of 
the electrons and the regularities of de Broglie electron wave propagation in the cluster. The cluster 
represents itself original resonator (three dimensional potential well) for de Broglie electron waves. 
According to the estimations, the well linear dimensions (a height and base value) are 
approximately equal to one quarter of de Broglie wave length λDB or a multiple of λDB/4. Spatial 
distribution of electron flow exiting from the external boundary of resonator into a vacuum is 
evidently defined by the distribution of standing electron wave amplitude in the resonator. The view 
of distribution shall change itself with variation of resonator geometric dimensions because of the 
change of oscillation mode in it. 
 
 Besides described small clusters, it was possible to form enhancing electric field protrusions 
on the coating surface that have essentially more dimensions. Usually, protrusions of this type had 
almost equal a transverse dimension and a height ≥10-15 nm and were formed by essentially more 
(102 –104 times as large) quantities of C60 molecules. Method of creation of such type clusters 
contained complex procedure of thermal and field treatment of fullerene coating. The possibility 
was demonstrated to create emitter with single protrusion at the surface as well as distributed cluster 
structure with a few tens almost equal formations at submicron tip top. The clusters with typical 
dimensions Lc >> λDB were seen at the screen as bright spots of different dimension, but their image 
did not contain any distinctive ordered structure. Our measurements showed that clusters in 
distributed structure are steady to high electric field action. Distributed multi-cluster system yields 
currents up to 100-150 µA in the continuous regime. 
 
 The effect of the bombardment by ion flow of different nature on the characteristics of 
fullerene coatings was investigated. The bombardment of the coating by the flow of potassium ions 
with the energy of <200-300 eV provided the stable decrease of the fullerene coating work function. 
In result, the voltage corresponding to some fixed emission current was decreased more than twice. 
The noticeable change of surface structure was not observed. The structure of activated fullerene 
coating was possible to change in the result of treatment by the flow of ions with the energy of ≥ 
1500 eV. Preliminary treatment of the substrate surface by so fast potassium ions flow influenced 
on the coating formation, increasing the adhesion between the coating and substrate. It increased the 
hardiness of fullerene coating to the high field action and provided great emission current 
extraction. The bombardment of formed coating by fast potassium ions flow made it possible to 
increase the uniformity of created distributed cluster structures that also rised their hardiness to the 
extraction of high currents. 
 
 To obtain the information about the influence of residual gas on the operation of cathodes 
with activated by the potassium ion flow fullerene coating, the measurements were performed in the 
wide range of residual gas pressures approximately from 10-9 up to 10-6 Torr. Besides, the effect of 
prolonged exposition of cathodes with activated fullerene coating at residual gas pressure about 10-4 
Torr was studied. It was demonstrated the high hardiness of cathodes to the action of gas medium 
and ion bombardment. The steadiness to the ion bombardment was explained taking into account 
the existence of self-organization processes in distributed cluster structures on the surface of 
coatings in the strongly nonuniform electric fields.  
 

This work was supported by the RFBR grants №№05-02-16936 and 08-02-00332.  
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In the present research we have studied carbon soot after Krechmer-like carbon arc discharge 
process for fullerene production. The soot was separated by use of chromatography column into 
several fractions with different processing times. All the fractions were tested with mass 
spectrometry and show the same atomic weight of fullerene C60. But in solution the fractions show 
quite different colors, which were controlled by optic spectrometry. X-ray tests of the fractions 
show that one of them has exactly the same structure as fullerene C60 and the others give different 
x-ray pictures. Also the infra-red spectrometry gives different specters for the fractions. Because the 
carbon black was carefully filtered out from the solutions of the fractions, we can conclude that we 
have a deal with different isomers of fullerene C60. 
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The complex of studies carried out on CunC60  polycrystalline samples, including  electrical 
and   Meissner measurements,  clearly support the existence of  a superconducting phase with Tc 

near 78K [1]. In this paper we present a detailed study of the nanosecond voltage-current 
characterization including statistical resistance distribution on above mentioned samples. The 
results of structural studies of a bulk polycrystalline fullerene sample were caried out [1]. The 
samples that were investigated were in the form of cylinder 2 mm diameter and 0,5 mm thick [2]. 
Square pulses of 10 ns and 0,4 ns rise time  were used for I-V and hystogram dependence. Typical 
I-V curves for the CunC60 samples are presented in Fig. 1. 

 
 
 
 
          
 
 
 
 
 
 
 
 
 
 
 

                                                                 Fig. 1. 
 
The detailed shape of I-V curves near U ~ 0 in I section (Fig.1-insert) was typical for 

superconductive state. It can be concluded that the physics of the statistical processes change 
radically near UN from gomogenious statistical spreading to normal (Fig. 2). A possible mechanism 
for this behavior is considered on the basis of the concepts of percolation network and pinchlike 
current distributions.  

The detailed shape of I-V curves near Ut1 in II section was typical for S-VACH in glasses. It 
was found (Fig. 3) that a junction from normal statistical spreading (U=Ut1) to gomogenious 
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(U=Ut2) of the resistance in  II section  perhaps is the result of sufficient heating of current channel 
and  channel rising with constant current density.  
 

                                                         
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                                                  Fig. 3.Histograms G(R) in  II section. 
                                                                                  T= 298 K. 
                                                                                   a - U=Ut1 = 90 V, b - U= 92, v - U=Ut2 =95.  
 
 
                                                                                    
Fig. 2. Histograms G(R) in  I section.  T= 78 K.                                                                                   
  
a - U=U0 = 0.3 V, b-0.5, v-0.7, g-1.2,  d - U=UN =1,7.                         
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We develop a model to describe the energetics of single walled carbon nanotubes. According to this 
model, the total energy of a nanotube can be expressed as a sum of three terms, namely, surface 
area, curvature of the surface and the edge as follows 

 
Here σi, σc and σe are the energy densities corresponding to surface area, curvature of the nanotube 
and the edge of the nanotube. L and R are the length and radius of the nanotube. S is the area of the 
inner region of the nanotube while Se is the area of the edge. Due to the similarity of our model to 
the liquid drop model which is well known in the fields of nuclear physics and cluster physics [1-3], 
we call our model as liquid surface model. We demonstrate that the liquid surface model predicts 
the energy of arbitrary nanotube with an accuracy of 0.1%, provided the chirality and the total 
number of carbon atoms in the nanotube are known.  
 
Using the liquid surface model, we could predict the energetically favorable chiralities that 
correspond to a given radius of the catalyst nanoparticle on top of which carbon nanotubes grow 
during chemical vapor deposition [4]. This study explains one of the possible reasons for the 
preference of some particular chirality during the growth of nanotubes.  
 

 
Figure 1: Possible chiralities evaluated for various radii of the nanoparticles on which a carbon 
nanotube grows. Different lines represent different radii of the nanoparticles. Each grid point 
corresponds to an integer value of chiral indices and hence represents a real nanotube. Squares 
indicate the chiralities which represent nanotubes of radii closest to the given value R. 
 
As an example, in Fig. 1 we have considered nanoparticles of four different radii and calculated the 
corresponding possible values of nanotube chiral indices n and m. Since chiral indices are integer 
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numbers each grid point in the graph represents a nanotube. The squares in the graph show the 
chiralities which represent nanotubes of radii closest to the given value R. 
 
Figure 2(b) shows the cohesion energy (energy gained by a nanotube due to addition of an extra 
carbon atom) calculated using liquid surface model for nanotubes of different chiralities. Cohesion 
energy is a measure of the stability of the nanotube. The graphs are plotted for nanotubes of radii 
3.8 Å and 10.17 Å. The number near each point corresponds to the value of the chiral index m of 
the nanotube. 
 
Left plot shows that, of all nanotubes growing on top of a catalyst particle of radius 3.8 Å, the 
nanotube with n=8 and m=3 has the highest cohesion energy. Here the energy difference between 
the most stable nanotube and the least stable nanotube corresponds to a temperature of 150 K, 
which is comparable to the growth temperature of nanotubes in chemical vapor deposition. Plot (b) 
in Fig. 2 illustrates the fact that for nanotubes growing on top of bigger catalyst particles, the 
difference in cohesion energy is much less in comparison to those growing on smaller catalyst 
particles. For a catalyst particle of size 10.17 Å, the nanotube with n=19 and m=11 is the most 
stable one. 

 

 
Figure 2: Cohesion energy for nanotubes of radii 3.8 Å (a) and cohesion energy for nanotubes of 
radii 10.17 Å (b). The numbers near each point corresponds to the value of the chiral index m. The 
graph is plotted in such a way that the energy of the less favorable nanotube is taken as zero.  
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The process of DNA double helix unzipping is considered as mechanical melting assisted by 

external force. The probable pathway of the mechanical strands separation in the course of 
unzipping is determined. The pathway depends on the structure organization of the double helix, the 
manner in which external force is applied, and the kinetic parameters of the base pair opening in the 
double-stranded chain. It is assumed in our model that the base pair unzipping consists of the 
nucleic bases stretching of the DNA complementary pairs and the base pair rotation [1]. It was also 
shown that for the interpretation of the temperature dependence of unzipping force one needs 
accounting for the metastable states being formed in the course of the double strand DNA 
unzipping.  

 
For the description of the DNA unzipping the two-stage mechanism of the external force 

action is proposed. It is assumed that during the first stage the force grows up to some critical value 
but without producing any significant DNA unzipping effect. This stage is relatively quick being 
characterized by the time intervals typical for the sound propagation in the DNA double helix. The 
DNA unzipping itself occurs at the second stage and is determined by the conformational 
transformations of the double helix. This process goes much slower than the first stage. The two-
stage mechanism gives an explanation for the cooperative nature of the unzipping process under 
physiological conditions and the threshold character of external force action. 

 
The nonlinear mechanics of DNA unzipping is described in the frame of the two-component 

model. It is demonstrated that the boundary between the open and the closed parts of the helix (so 
called "fork") moves along the chain as a step-like excitation (kink soliton). It is demonstrated that 
the external force in the course of the DNA unzipping plays the similar role as temperature in the 
process of DNA melting. It is shown that for the stable unzipping of the double helix it is necessary 
to allow the rotation of the DNA chain and to keep the velocity of unzipping fork propagation low 
in comparison with the sound velocity in DNA. It is demonstrated that the fluctuations of the 
external force at the constant velocity of unzipping and the unzipping velocity fluctuations at the 
fixed force have the same origin: the heterogeneity of the DNA base pairs and the heat fluctuations 
[2]. 
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DNA structure is strongly conditioned by heterogeneity of base pairs (b.p.) sequence, the 

solution components, and interactions with proteins or ligands. Certain DNA fragments can have 
some energy-wise equivalent conformations. In many cases such sites undergo anomalous large 
scale deformations of the double helix. For example TATA-box 2 nm long can have bistable so 
called heteronomous conformation with coexisting of different sugar-ring forms (C2’-endo, 
C3endo) in the nucleotides pair of double helix monomer link. The fragment in the complex with 
proteins bends on roughly 80° and unwinds on 110° (see [1] and cited therein). 

 
We suggest that bistability plays key role in anomalous deformability of small site length of 

DNA. We have developed nonlinear models [2-4] in the frame of phenomenological approach 
allowing studying the influence of the conformational transformations of DNA on the shape of the 
double helix chain (intrinsically induced mechanism of DNA deformation). In the term of two 
component nonlinear model of intrinsically induced DNA deformation, it is argued, that the 
significant bending of short fragments of confluent bistable strand may be realized with energy 
greatly smaller than energy analogous deformation estimated according Worm Like Chain (WLC) 
model, on the assumption of realizing of boundary conditions (on the ends of fragment present 
different conformational states) and decrease of the resistance of DNA to bending approx in 3 times 
in comparison with that predicted by the WLC. 

 
The evolution of our approach of intrinsically induced deformation is presented in this work. 

Besides to internal conformational component and induced with it bending deformation, elastic 
twist and its correlation with bend have been taken into account. Twist-bending coupling itself leads 
to effective softening of double helix rigidity, but it is insufficient for explanation of anomalous 
deformation of short DNA site as TATA-box. From the other hand twist-bending coupling provide 
circumstance realization of intrinsically induced mechanism. Quantitative estimation in the frame of 
our theoretical model agrees with experimental ones obtained for the anomalous deformation of the 
TATA-box DNA fragment. That testifies about key role of conformational component in 
anomalous DNA bends. So mechanism of the intrinsically induced deformation may explain the 
observed anomalous deformations of bistable DNA fragments. 
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Eukaryotic cells have solved packing problem by folding their DNA into a highly compacted 

chromatin structure. It is becoming increasingly clear that chromatin in cell nuclei is a labile 
dynamic structure playing a crucial role in many aspects of gene regulation [1]. Investigation of 
chromatin arrangement over a broad range of scales requires a method that would allow to gather 
information of the general principles of chromatin organization in cell nuclei under native or nearly 
native conditions. One of such methods is small angle neutron scattering (SANS), which yields not 
only information on structure of chromatin as a whole, but also allows to deduce organization of its 
protein and DNA components by using contrast variation technique. SANS/USANS measurement 
of chromatin arrangement were performed for the nuclei of chicken erythrocytes, bovine white 
blood cells and rat leukocytes. The results [2] show the higher-order structure of chromatin in cell 
nuclei can be described in terms of fractal geometry and exhibits different characteristics in cells 
with different functional state. 

The relations between nucleosome structure dynamics and regulation of such cell function as 
DNA transcription, replication and repair, has become one of intensively studied problems in the 
field of molecular and cell biology. Nucleosome dynamics involves both modification of hystone 
core proteins by acylation, methylation and phosphorylation and nucleosome movement along 
DNA by remodeling proteins. The current models view this dynamics on the local level, describing 
the changes in the nucleosome structure up to core dissociation to tetramers H3 – H4 and dimers  
H2A – H2B tied to the activity of transcription and replication molecular machineries [3]. One could 
suppose that in anomalously proliferating cells the fraction of the nucleosomes whose structure 
has been modified in such a way might be 
fairly high.  

We have compared the spectra of 
small angle neutron scattering (SANS) on 
nucleosomes in the native nuclei of 
chicken erythrocytes, lymphocytes from 
rat spleen, and the nuclei of HeLa human 
and A238 chinese hamster cell lines. 
SANS data were acquired on D11 
spectrometer (ILL, Grenoble, France) with 
the preparation procedures described in 
[2]. As seen in Fig. 1, for HeLa and A238 
cell nuclei the scattering intensity in the 
region that correspond to the nucleosome 
structure (Q ~ 0.06 Å-1, [3]) was 3 to 5 
times lower when compared to rat 
lymphocyte and chicken erythrocyte 
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nuclei. The distance distribution function for the latter two cell types was bimodal, which is 
characteristic for nucleosome structure [4]. The data suggest wide-spread modification of the 
structure of the nucleosome core in the nuclei of anomalously proliferating cells. 
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Developing embryos exhibit a robust capability to reduce phenotypic variations which occur 
naturally or as a result of experimental manipulation. This reduction in variation occurs by an 
epigenetic mechanism called canalization, a phenomenon which has resisted understanding because 
of a lack of necessary molecular data and of appropriate gene regulation models. In recent years, 
quantitative gene expression data have become available for the segment determination process in 
the Drosophila blastoderm. At the same time, predictive theoretical models for gene regulation have 
been developed. Together these advances make it possible to precisely characterize the epigenetic 
mechanism of canalization by means of dynamical systems theory supported by quantitative gene 
expression data. 
 

Acquisition and processing of quantitative data was performed as previously described [1]. The 
numerical implementation of the gene circuit equations is as described [2] with the addition of time 
varying external inputs.  
 

We have detected that extensive variation in early segmentation gene expression patterns is 
markedly reduced by the time gastrulation begins [1], and that in the gap gene system this reduction 
in variation is the result of cross regulation. We demonstrate the validity of this explanation by 
showing that variation is increased in embryos doubly mutant for Kr and kni, disproving competing 
proposals that canalization is due to an undiscovered morphogen, or that it does not take place at all. 
We further show that canalization can be understood in terms of dynamical systems theory. In the 
anterior half of the embryo, variation reduction occurs because the system’s qualitative dynamics 
are controlled by point attractors, but in the posterior variation reduction is governed by an 
attracting manifold. These results demonstrate that a complex multigenic phenomenon can be 
understood at a quantitative and predictive level by the application of dynamical systems theory. 
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A central problem in modern molecular genetics is that of understanding how DNA regulatory 
sequences control gene expression. Metazoan regulatory regions are extremely complex and 
qualitatively different from those of prokaryotes. For example, the regulatory regions of genes 
controlling development in Drosophila are large and consist of groups of binding sites, called cis-
regulatory modules (CRMs), each controlling some aspects of gene expression. The goal of our 
work is to understand the role of proximal 1.7 kb upstream regulatory sequence in the regulation of 
the Drosophila even-skipped (eve) gene in terms of binding sites.  

To achieve this aim we have applied an approach which includes both mathematical 
modeling and experiment. We 1) quantitatively monitor gene expression at high resolution in space 
and  time; 2) characterize  transcription binding sites; 3) use new quantitative and predictive model 
of transcriptional readout of the proximal 1.7 kb of the Drosophila even-skipped gene to calculate 
the effect of a set of transcription factors bound to a large group of binding sites. 

 

As a starting point we consider the 34-site model that includes binding sites for repressors: 
Kruppel (Kr), Giant (Gt), Knirps (Kni) and Tailless (Tll) and activators: Bicoid (Bcd), Hunchback 
(Hb) and Caudal (Cad). This model was published in [1]. We propose that Hb can act as activator 
only if it is bound to the site located close to the binding site of Bcd, otherwise Hb acts as a 
repressor. To check this hypothesis we modify the 34-site model by considering that Hb bound to 
hb1 site acts as a repressor. This modification improves the quality of fits. The rms of a new model 
was 8.66 and the features of experimental data were more accurately reproduced. 
 

Next we consider the participation of Sloppy-paired 1 (Slp1) protein in the transcriptional 
regulation of eve 2 stripe. Slp1 is expressed in a gap gene-like domain anterior to eve stripe 2. In 
silico addition of the Slp1 binding site  (position from -1221 to -1205) to the 34-site model further 
decreases the rms value (rms=8.48) and improves the quality of patterns. 
 

Our results clarify the organization and regulation of the eve upstream region.  The in silico 
modeling of transcription provides new insights into the mechanisms of gene regulation and allows 
to thoroughly analyze gene regulatory regions.  
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